Technicka specifikace

Parametr

Minimalni pozadavky zadavatele (specifikace 1 ks Edge cloudu)

Provedeni

Rackové provedeni, v€etné rackmount kitu, max. velikost 1U

CPU

Server osazeny jednim procesorem s parametry min. 2.0 GHz, min. 16 core, min.
30MB L3 cache a podporou sbérnice DDR5 4400 MT/s s maximalnim pfikonem
150W

Minimalni vykon serveru podle benchmarku
https://www.spec.org/cpu2017/results/cpu2017.html

Floating Rates Base: min. 205 bodl

Integer Rates Base: min. 136 bodU

RAM

Minimalné 512 GB RAM typu DDRS5 5600 MT/s, s moznosti rozSifeni na dvojnasobek
pfidanim modull stejné velikosti

Boot Drive

2x 480GB NVMe Hot Plug disky, s HW ochranou proti vypadku - min. RAID1,
nezavisle na fadici datovych disku

Disky

4x 1,92TB SSD Read Intensive disky a rozsifitelnost na minimalné 8 diski

Radi¢ diskU

Minimalné 4GB cache

Podpora RAID 0, 1, 5, 6, 10, 50, 60

Podpora SAS, SATA a NVMe diskll sou¢asné na stejném fadici
Podpora 6G SATA, 12G SAS, 16G NVMe
Podpora uvedenych funkci:

- Root of Trust na hardware drovni

- bezpecné Sifrovani a deSifrovani

- Online Capacity Expansion (OCE)

- konfigurovani velikosti stripu az do 1 MB

- globalni a dedikovany Hot Spare

- okamzité bezpetné vymazani

- migrace RAIDu a velikosti stripu (Stripe Size)
- Uprava politiky zapisu do mezipaméti

- pfesouvani logického disku

LAN

1x 2-port 10/25Gb SFP28 Ethernet adaptér

GPU

1x GPU min 24GB GDDRG6 a vykonu min 30TF FP32

Rozhrani

Minimalné 4x USB porty (min 1 vpfedu, 2 zadni a 1 interni)
1GbE dedikovany LAN port pro management

TPM

Integrovany TPM &ip verze min. 2.0

Napajeci zdroje a
ventilatory

Min. 2x hot-plug napajeci zdroje s ucinnosti az 96% a vykonem min. 1000W kazdy.
redundantni hot-plug ventilatory

Podpora
operacnich
systémi

Microsoft Windows Server
Red Hat® Enterprise Linux
SUSE Linux Enterprise Server
VMware ESXi

Canonical Ubuntu

Management a
vzdalena sprava

VyZzadovana je schopnost monitorovat a spravovat server out-of-band bez nutnosti
instalace agenta do operacniho systému. MozZnost vzdaleného managementu skrze
cloud konzoli, bez nutnosti lokalniho pfistupu. Pokud je k tomuto pfistupu tfeba
licence, musi byt sou€asti konfigurace serveru.

Management serveru nezavisly na operacnim systému

Moznost stazeni aktualizaci lokalné z internetu (FTP, nebo HTTP)

IPMI 2.0

Vestavéna diagnostika komponent

Web GUI management vestavény v managementu

MozZnost pfesmérovani sériové linky managementu po LAN




Zabezpecena komunikace SSH/HTTPS

Podpora SNMP, HTML5

Vicefaktorové ovéfovani pfistupu k managementu serveru

Zaznam a prehrani zaznamu situace posledniho crash-screen operaéniho systému

Integrace s Directory Services (AD, LDAP)

Management nastroje musi umét poskytovat ovladace instalovanym operaénim
systémim bez specidlni dedikované partition na internich discich serveru a nezavisle
na téchto discich (ulozisté nezavislé na OS)

Nezavisly management musi disponovat dedikovanym ethernet portem, ktery neni
soucasti pozadovanych ethernet portd s moznosti failover konfigurace na jeden z
porti na zakladni desce (LOM)

Zabezpeceni

Firmware vSech soucasti serveru musi byt kryptograficky podepsan tak, aby v ramci
distribuCniho fetézce nemohlo dojit k jeho naruseni nebo jeho alternaci. Pfi zapnuti
serveru musi probéhnout kontrola kryptografickych podpisi a skuteéného obsahu
firmwar( jednotlivych komponent. V pfipadé, ze jsou nékteré z nich naruSeny, musi
server umoznit automaticky navrat k poslednim validnim firmware, €i zastavit boot a
umoznit administratorovi pfes vzdalené rozhrani napravu nahranim autentické verze
firmware.

Integrace do prostfedi VMware vCenter Lifecycle Manager (vVLCM) pro zjednodu$eni
spravy zivotniho cyklu server( pfimo z konzole VMware vCenter

Kompatibilita

VSechny servery budou od jednoho vyrobce z duvodu zajisténi maximalni
kompatibility a jednotného servisniho mista a managementu

Instalaéni
¢innosti

zprovoznéni SRV infrastruktury, konfigurace a instalace dle zadani kupujiciho

Implementacni
¢innosti

nasazeni, konfigurace a testovani nize uvedenych sofwarovych nastroju:
- Nasazeni virtualizace Harvester + SUSE Rancher Prima
- Nasazeni CUDA Drivers
- Nasazeni nastroje Kubernetes k3s
- K3s je open-source, ale komercni podpora je dostupna pfes Rancher.




